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Abstract. We provide a thorough experimental evaluation of several
state-of-the-art textural features on four representative and extensive
image databases. Each of the experimental textural databases ALOT,
Bonn BTF, UEA Uncalibrated, and KTH-TIPS2 aims at specific part of
realistic acquisition conditions of surface materials represented as mul-
tispectral textures. The extensive experimental evaluation proves the
outstanding reliable and robust performance of efficient Markovian tex-
tural features analytically derived from a wide-sense Markov random field
causal model. These features systematically outperform leading Gabor,
Opponent Gabor, LBP, and LBP-HF alternatives. Moreover, they even
allow successful recognition of arbitrary illuminated samples using a sin-
gle training image per material. Our features are successfully applied
also for the recent most advanced textural representation in the form of
7-dimensional Bidirectional Texture Function (BTF).

Keywords: texture recognition, illumination invariance, Markov ran-
dom fields, Bidirectional Texture Function, textural databases.

1 Introduction

Recognition of natural surface materials from their optical measurements repre-
sented as image textures, together with image (texture) segmentation, are the
inherent part of plethora of computer vision algorithms, which are exploited in
numerous real world applications such as visual scene analysis, image retrieval,
medical images segmentation, image compression, etc. The key issue in solving
real applications is robustness of employed methods, since images are usually
captured in real non-laboratory environment, where acquisition conditions such
as illumination, camera position, or noise cannot be controlled.

In this paper we focus on robustness of textural features to variations of illumi-
nations conditions, such as spectrum, direction, and inhomogeneity. Illustrative
examples of such appearance variations are displayed in Figs. 3, 4, and 5. Possi-
ble theoretical approach to robust recognition is learning from images captured
under a full variety of possible illuminations for each material class [20,16], but it
is obviously impractical, expensive to acquire and compute, or even impossible,
if all needed measurements are not available. Alternatively, a kind of normali-
sation can be applied, e.g. cast shadow removal [7] or [8], which, unfortunately,
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completely wipes out rough texture structures with all their valuable discrim-
inative information. Finally, the last and widely used approach is to construct
corresponding invariants, which are features that do not change under specific
variations of circumstances. However, it is necessary to keep in mind that an
overdone invariance to broad range of sensing conditions inevitably reduces dis-
criminability of features.

One of popular textural features are Local Binary Patterns [14] (LBP), which
are invariant to any monotonic changes of pixel values, but they are very sen-
sitive to noise [18] and illumination direction [19]. The LBP-HF extension [1]
studies also relations between rotated patterns. Noise vulnerability was recently
addressed by Weber Local Descriptor [4] (WLD). Texture similarity under dif-
ferent illumination direction [5] require the knowledge of illumination direction
for all involved (trained as well as tested) textures. Finally, the MR8 texton
representation [20] was extended to be colour and illumination invariant [2].

Multispectral textures can be described either jointly by multispectral tex-
tural features or separately by monospectral features on intensity image and
colour features without spatial relations (histograms). The separate representa-
tion was advocated by [11], but we oppose this since a separate representation
is not able to distinguish textures differing in position of pixels which have the
same luminance. Obviously, the colour invariants computed from joint textural
representation utilize the whole available information and they can create robust
and compact texture description.

The contribution of this paper is a thorough evaluation of leading textural
features under varying illumination spectrum, direction and slight variation of a
camera location. We also test robustness to different acquisition devices, which
is relevant especially for content-based image retrieval. These extensive tests of
state of the art features were performed on four textural databases differing in
variation of acquisition conditions and the results confirmed outstanding perfor-
mance of Markovian textural features, preliminary tested in [19].

2 Markovian Textural Features

Our texture analysis is based on spatial and multimodal relations modelling by
a wide-sense Markovian model. We employ a Causal Autoregressive Random
(CAR) model, because it allows very efficient analytical estimation of its pa-
rameters. Subsequently, the estimated model parameters are transformed into
illumination / colour invariants, which characterize the texture. These colour
invariants encompass inter-spectral and spatial relations in the texture which
are bounded to a selected contextual neighbourhood, see Fig. 1.

Let us assume that multispectral texture image is composed of C spectral
planes (usually C = 3). Yr = [Yr,1, . . . , Yr,C ]

T is the multispectral pixel at loca-
tion r , where the multiindex r = [r1, r2] is composed of r1 row and r2 column
index, respectively. The spectral planes are either modelled by 3-dimensional
CAR model or mutually decorrelated by the Karhunen-Loeve transformation
(Principal Component Analysis) and subsequently modelled using a set of C
2-dimensional CAR models.
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Fig. 1. Examples of contextual neighbourhood Ir . From the left, it is the unilateral
hierarchical neighbourhood of third and sixth order. X marks the current pixel, the
bullets are pixels in the neighbourhood, the arrow shows movement direction, and the
grey area indicates acceptable neighbourhood pixels.

The CAR representation assumes that the multispectral texture pixel Yr can
be modelled as a linear combination of its neighbours:

Yr = γZr + εr , Zr = [Y T
r−s : ∀s ∈ Ir]

T (1)

where Zr is the Cη × 1 data vector with multiindices r, s, t, γ = [A1, . . . , Aη]
is the C ×C η unknown parameter matrix with square submatrices As . Some
selected contextual causal or unilateral neighbour index shift set is denoted Ir
and η = cardinality(Ir) , see Fig. 1. The white noise vector εr has normal
density with zero mean and unknown full covariance matrix, same for each pixel.

The texture is analysed in a chosen direction, where multiindex t changes ac-
cording to the movement on the image lattice. Given the known history of CAR
process Y (t−1) = {Yt−1, Yt−2, . . . , Y1, Zt, Zt−1, . . . , Z1} the parameter estima-
tion γ̂ can be accomplished using fast and numerically robust statistics [9]:

γ̂T
t−1 = V −1

zz(t−1) Vzy(t−1) ,

Vt−1 =

(∑t−1
u=1 YuYu

T ∑t−1
u=1 YuZu

T∑t−1
u=1 ZuYu

T ∑t−1
u=1 ZuZu

T

)
+ V0 =

(
Vyy(t−1) V

T
zy(t−1)

Vzy(t−1) Vzz(t−1)

)
, (2)

λt−1 = Vyy(t−1) − V T
zy(t−1)V

−1
zz(t−1)Vzy(t−1) ,

where the positive definite matrix V0 represents prior knowledge.
In the case of 2D CAR models stacked into the model equation (1), the un-

correlated noise vector components εr are additionally assumed. Consequently,
the image spectral planes have to be decorrelated before modelling and the pa-
rameter matrices As are diagonal (in contrast with full matrices for general 3D
CAR model).

Colour Invariants
Colour invariants are computed from the CAR parameter estimates to make
them independent on changes of illumination intensity and colours. More pre-
cisely, these invariants are invariant to any linear change of pixel value vectors
B Yr, where B is C×C regular transformation matrix. This is in accordance with
reflectance models including specular reflections and even with the majority of
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Fig. 2. Texture analysis algorithm using a set of 2D random field models

available BTFs [17], if illumination position remains unchanged. Additionally,
2D CAR models assume that the matrix B is diagonal. Moreover, our invariants
are approximately invariant to infrequent changes of local illumination intensity
and experiments show their robustness to variation of illumination direction.
The following colour invariants were derived [18,17]:

1. trace: trAs, ∀s ∈ Ir ,

2. eigenvalues: νs = eigs(As), ∀s ∈ Ir ,

3. α1: 1 + ZT
r V

−1
zz Zr ,

4. α2:
√∑

r (Yr − γ̂Zr)
T λ−1 (Yr − γ̂Zr) ,

5. α3:
√∑

r (Yr − μ)
T
λ−1 (Yr − μ) , μ is the mean value of vector Yr .

The model parameters γ̂, λ are estimated using formula (2), we omit subsctripts
for simplicity. Feature vectors are formed from these illumination invariants,
which are easily evaluated during the CAR parameters estimation process.

In the case of 2D models, no eigenvalues are computed because matrices As

are diagonal, and the features are formed from the diagonals without their re-
ordering:

2. diagonals: νs = diagAs , ∀s ∈ Ir .

Moreover, the invariants α1 – α3 are computed for each spectral plane separately.

Algorithm
The texture analysis algorithm starts with factorisation of texture image into K
levels of the Gaussian down-sampled pyramid and subsequently each pyramid
level is modelled by the CAR model. The pyramidal factorization is used, be-
cause it enables model to easily capture larger spatial relations. We usually use
K = 4 levels of Gaussian down-sampled pyramid and the CAR models with the
6-th order semi-hierarchical neighbourhood (cardinality η = 14). If the image
size is large enough (at least 400 × 400) it is possible to improve performance
with the additional pyramid level (K = 5). Finally, the estimated parameters
for all pyramid levels are transformed into the colour invariants and concate-
nated into a common feature vector. The algorithm scheme for 2D CAR-KL is
depicted in Fig. 2, where “-KL” suffix denotes decorrelation by Karhunen-Loeve
transformation.
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Fig. 3. Images from the UEA database, the upper row displays images under different
illumination, while the bottom row shows images from different acquisition devices

Fig. 4. Images from the Bonn BTF database, the first and second column with different
illumination declination and the rest with various illumination azimuth

Fig. 5. Images from the ALOT database, each column shows images of the same ma-
terial captured under varying illumination conditions
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The dissimilarity between two feature vectors of two textures T, S is computed
using fuzzy contrast [15] in its symmetrical form FC3:

FC3 (T, S) = M −
{

M∑
i=1

min
{
τ(f

(T )
i ), τ(f

(S)
i )

}
− 3

M∑
i=1

∣∣∣τ(f (T )
i )− τ(f

(S)
i )

∣∣∣
}

,

τ(fi) =

(
1 + exp

(
−fi − μ(fi)

σ(fi)

))−1

,

where M is the feature vector size and μ(fi) and σ(fi) are average and standard
deviation of the feature fi computed over all database, respectively. The sigmoid
function τ models the truth value of fuzzy predicate.

3 Experiments

We tested robustness of the CAR features in texture recognition on four different
image data sets, each with different conditions. The first experiment is focused
on recognition in variable illumination spectra and different acquisition devices,
while the second experiment tests robustness to illumination direction changes.
The next experiment utilises the largest recent collection of natural and artificial
materials captured under various illumination conditions and the last test is
classification into material categories. Summary of experiment setups is provided
in Tab. 1.

Table 1. Parameters of experiments and comprised variations of recognition
conditions

Experiment
texture database UEA Bonn BTF ALOT KTH

experiment conditions:
illumination spectrum + − + −
illumination direction − + + −
viewpoint declination − − +/− −
acquisition device + − − −
experiment parameters:
image size (bigger) ≈ 550 256 1536 200
number of classes 28 15,10 200, 250 11

The CAR features were compared with the most frequently used textural
features as Gabor features [12], Opponent Gabor features [10], LBP [14], and
LBP-HF [1]. These features demonstrated state of the art performance in the
cited articles and all were tested with authors parameter settings. The grey level
features such as Gabor features, LBP, and LBP-HF were computed either on
grey level images or additionally for each spectral plane separately and concate-
nated, which is denoted with “RGB” suffix. For LBP features we tested variants
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Table 2. Size of feature vectors

method size method size

Gabor f. 144 2D CAR-KL 260
Opponent Gabor f. 252 3D CAR-KL 236
LBP8,1+8,3, 512 2D CAR-KL (K=5) 325
LBP8,1+8,3, RGB 1536 3D CAR-KL (K=5) 295
LBP-HF8,1+16,2+24,3, RGB 1344 LBPu2

16,2 243

LBP8,1+8,3, LBP
u
16,2, and LBP-HF8,1+16,2+24,3 reported by authors as the best

in their experiments. Gabor features were additionally tested with and without
separate normalisation of spectral planes (Greyworld), which is denoted with
“norm.” suffix. Size of feature vectors is summarised in Tab. 2. The following
result figures display only the best performing features in each kind for each
experiment.

3.1 University of East Anglia Uncalibrated Image Database

The first experiment was performed on UEA Uncalibrated Image Database1

[6]. This dataset contains 28 textile designs, captured with 6 different devices
(4 colour cameras and 2 colour scanners), and images for cameras were illumi-
nated with 3 different illumination spectra, which sums up to 394 images in total.
No calibration was performed and image resolution is about 550× 450 (±100).
Examples of images are shown in Fig. 3.

In this experiment, training images per each material were randomly selected
and the remaining images were classified using the Nearest Neighbour (1-NN)
classifier, the results were averaged over 103 of random selections of training im-
ages. As it is displayed in Fig. 6, the alternative textural features were surpassed
for all tested numbers of training images per material. It is quite surprising that
LBP features had difficulties in this experiment, since they are invariant to any
monotonic change of pixel values, while CAR features assume linear relation.
UEA images are supposed to include even non-linear relations of images caused
by different processing in acquisition devices. The poor performance of LBP fea-
tures may be due to similarity of certain characteristics in UEA images that
the LBP features are not able to distinguish or due to slight scale variation of
images. The large images allowed to compute CAR features on K = 5 pyramid
levels, the results for 2D CAR with K = 4 went from 56.6 to 85.3 for 1 to 6
training images, which still outperformed alternatives by a large margin.

3.2 Bonn BTF Database

The second experiment was performed on the University of Bonn BTF database
[13], which consists of fifteen BTF colour measurements. Ten of those (corduroy,
impalla, proposte, pulli, wallpaper, wool, ceiling, walk way, floor tile, pink tile)

1 http://www.uea.ac.uk/cmp/research/graphicsvisionspeech/colour/data-code/

http://www.uea.ac.uk/cmp/research/graphicsvisionspeech/colour/data-code/
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Fig. 7. Accuracy of classification on
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are now publicly available2. Each BTF material is measured in 81 illumination
and 81 camera positions as an RGB image, examples of material appearance
under varying illumination direction are shown in Fig. 4.

In our test set, we fixed viewpoint position to be perpendicular to material sur-
face and included images under all 81 illumination positions. It is 15×81 = 1215
images in total, all were cropped to the same size 256 × 256 pixels. Training
images per each material were again randomly selected and the remaining im-
ages were classified using 1-NN classifier. The number of training images went
from 1 to 6 and the results were averaged over 103 of random selections of train-
ing images. The progress of classification accuracy is shown Fig. 8, where the
CAR features outperformed the alternative features for all number of training
images. The performance superiority of the CAR features is especially signifi-
cant for low number of training samples, which confirms robustness of the CAR
features to illumination direction variation. For additional details on robustness
to illumination direction see [19,17].

3.3 Amsterdam Library of Textures

In this experiment, we tested the proposed features in the recognition of materi-
als under combination of changing illumination spectrum and direction. The im-
ages of materials are from the recently created Amsterdam Library of Textures3

(ALOT) [2]. The ALOT is a BTF database containing an extraordinary large
collection of 250 materials, each acquired with varying viewpoint and illumina-
tion positions, and one additional illumination spectrum. Most of the materials
have rough surfaces, so the movement of light source changes the appearance

2 http://btf.cs.uni-bonn.de
3 http://staff.science.uva.nl/~mark/ALOT/

http://btf.cs.uni-bonn.de
http://staff.science.uva.nl/~mark/ALOT/
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Fig. 8. Accuracy of classification on Bonn BTF database on the left and for its public
part on the right. The number of training images is changing from 1 to 6 per material.

of materials. Moreover, the significant height variation of some materials (e.g.
leaves) causes large and variable cast shadows, which make the recognition even
more difficult.

In the “part a” of the experiment, we used one half of the dataset [2] with
excluded multiple texture rotations. It contains images of the first 200 materials
divided into training and test sets (1200 images each). Let c stands for camera,
l for light, i for reddish illumination. The training set is defined as c{1, 4}l{1, 4, 8}
and the test set contains setups c{2, 3}l{3, 5}, c3l2, and c1i. We cropped all the
images to the same size 1536×660 pixels. The classification was evaluated on the
test set images, where 1-NN classifier was trained on given numbers of images
per material, all randomly selected from the training set.

In the “part b”, we used images of all 250 materials, with all light setups, no
rotations, and cameras 1 and 3, which is 14 images per material. Training images
per material were randomly selected and the others were classified with 1-NN
classifier, the results were averaged over 103 of random selections of training
images. This test was performed separately for images from camera 1 and 3, the
results were averaged (2 × 1750 images in total). As a consequence this part do
not include recognition under viewpoint variation, which is in contrast with the
“part a”.

The results for both parts are displayed in Fig. 9, which shows the progress for
different numbers of training images. The totally different scales of classification
results are caused by images under different viewpoints included in the “part
a” and the fact that none of the tested features are invariant to perspective
projection. The viewpoint differences are even more extreme in the test set than
in the training set. On the other hand, almost perfect results for 6 training
images in the “part b” are not surprising, because 6 training images are leave-
one-out methodology, which provides an upper bound on classification accuracy.
In “part a”, the CAR features outperformed the alternatives by 10% margin for
all numbers of training images. In “part b”, the performance of the CAR features
is significantly better for low number of training images, while for leave-one-out
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the difference is about 1-2%. The Greyworld normalisation had minor effect on
performance of Gabor and Opponent Gabor features.

The CAR features were computed on K = 5 pyramid levels, the results for
2D CAR with K = 4 went from 25.6 to 44.3 for “part a” and from 65.6 to 98.0
for “part b”, which outperformed alternatives in “part b” and performed only
slightly worse than Gabor features in “part a”.

3.4 KTH-TIPS2 Database

Finally, the last experiment compares the performance of the proposed features
on the KTH-TIPS2 database4 [3], which includes material samples with different
scales and rotations. However, as the training set always includes these scales
and rotations, such an invariance is not an issue. The KTH-TIPS2 database
contains 4 samples of 11 materials categories, each sample consists of images
with 4 different illuminations, 3 in-plane rotations and 9 scales. The illumination
conditions consist in 3 different directions plus 1 image with different spectrum.
There are 4572 images and their resolution is varying around 200× 200 pixels.

Training samples per each material category were again randomly selected
and the remaining images were classified using 1-NN classifier. In this dataset,
one training sample contains 4× 3× 9 images, and we used from 1 to 3 samples
per material category. Finally, the results were averaged over 103 of random
selections of training samples.

Fig. 7 depicts the results, where all displayed features performed comparably.
The reason is that each training sample includes images with all illumination
variation, so any such invariance either do not matter or even may weaken dis-
crimination of features. That is the reason, why Gabor features performed better
without Greyworld normalisation.

4 http://www.nada.kth.se/cvap/databases/kth-tips/

http://www.nada.kth.se/cvap/databases/kth-tips/
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4 Conclusion

The extensive experimental evaluations illustrated in the paper prove the out-
standing reliable and robust performance of efficient CAR illumination invariant
Markovian textural features. The superiority of these features over leading alter-
natives as Gabor, Opponent Gabor, LBP, and LBP-HF features, was verified on
the recent best available textural databases ALOT, Bonn BTF, UEA Uncalibra-
ted, and KTH-TIPS2. These textural databases represent the majority of pos-
sible physically realistic acquisition conditions of surface materials represented
in the form of visual textures. The proposed CAR features particularly excels
in recognition with a low number of training samples, and they enable robust
texture recognition in variable condition even with a single training image per
material.

The results of the invariant texture retrieval or recognition can be checked
online in our interactive demonstrations5.
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scription with Local Binary Pattern Histogram Fourier Features. In: Salberg, A.-
B., Hardeberg, J.Y., Jenssen, R. (eds.) SCIA 2009. LNCS, vol. 5575, pp. 61–70.
Springer, Heidelberg (2009)

2. Burghouts, G.J., Geusebroek, J.M.: Material-specific adaptation of color invariant
features. Pattern Recognition Letters 30, 306–313 (2009)

3. Caputo, B., Hayman, E., Mallikarjuna, P.: Class-specific material categorisation.
In: Proceedings of the 10th IEEE International Conference on Computer Vision,
ICCV 2005, October 17-21, pp. 1597–1604. IEEE (2005)

4. Chen, J., Shan, S., He, C., Zhao, G., Pietikäinen, M., Chen, X., Gao, W.: Wld: A
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9. Haindl, M., Šimberová, S.: A Multispectral Image Line Reconstruction Method. In:
Theory & Applications of Image Analysis, pp. 306–315. World Scientific Publishing
Co., Singapore (1992)

10. Jain, A., Healey, G.: A multiscale representation including opponent colour features
for texture recognition. IEEE Transactions on Image Processing 7(1), 124–128
(1998)
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